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e Disaggregated infrastructure (DlI)
o Optimized for specific resource
o Reduces amount of unused resources
o Easy rolling upgrades
o High dependence on networks
m Potential performance bottleneck
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Motivation - NDP
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e Processing in storage cluster - “Pushdown”
® Reduction in transfer size

Processing at resource constrained devices:
Can they handle the pushdown?




How to implement and optimize
NDP pushdown?
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Prior Work

NDP implementations

e Octopus [CloudCom’15] We aim to study performance of NDP in

e PushdownDB [ICDE'2020]
e AFlow [CCGRID'2019]

AFlow-like systems and then optimize it

More related works and detailed comparisions can be found in the paper
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NDP of an operation is useful if time taken for
Transfer input (HDFS — Spark) + Compute at Spark

> Compute at HDFS + Transfer output (HDFS — Spark)

Analytical model - “Net-Aware”

e Predict the best pushdown
strategy for an operation
e Using the parameters
1. Estimated execution time
of operations
m At Spark
m At HDFS
2. Estimated time to transfer
m Inputdata
m Output data

13



System Design

e NDP decision for a particular
operation

Tc(QSparka XSpa“r'k) + Tn(Dmput)
> Tc(QHDFS: XHDFS) + Tn(Doutput)

e Decide # of operations to pushdown
while initializing (design constraints)

e Oncein Spark need to continue in
Spark (design constraints)

Query

Filter k=1
v
Project k=2
v
Aggregate k=3
Start at

Operation k=1

A 4

k = k+1

Is
Condition == True

Yes

For operation k?

No

A\ 4

Operations 2k in Spark Cluster
Operations <k in HDFS Cluster
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Evaluation - Experimental Results

e 6 Spark nodes e 4 Datanodes (HDFS)
o Total 70 cores for executors o 1-4 cores each
o Total 17.5 GB memory for m Using Docker
executors o CPU Freq-2.67 GHz (original)
o TPC-H Queries 1.6 GHz (underclock)

m Using cpufrequtils
o Replication factor - 4

e 10 Gbps between the clusters o 100 GB dataset by DBGEN
e 1 Gbps per host

e 1 Gbps per host
o Changed using Tc and NetEm

More details in the paper
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Conclusion

Summary of our paper
Sfn et Fetching details HDFS

. . of datanode Namenode
e NDP implementation %\ f
P1 | P2 |- * Partition Pn |
v

e Constructed an analytical - HOFS Datanode
model for optimizing NDP 1 1

A

e Experimental evaluation -
Net-Aware is close to optimal
e Implemented a discrete event

simulator for large clusters
(skipped in the interest of time)

Aggregate

Executor

Collecting Results



Thanks for your
attention

Any Questions?

Summary-

NDP for Spark+HDFS
Analytical Model
Experimental evaluation
Discrete event simulator
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